Automation Workshop

ODbjectives of Workshop
* Define meaning of automation

« Define requirements of LLRF and framework for
Implementation

* Define operator interfaces

* Define what needs to be automated

« Learn from existing experimental versions
 |dentify what is missing and what we don’t know

* Develop possible architecture(s) for automation

e Develop strategic plan for automation development

* Agree on common framework for implementation of
automation




Time and Date:

Monday, May 22™: 9:30-21:00
Tuesday, May 23": 9:00-18:00
Wednesday, May 24": 9:00-12:00

Location:

DESY, 3/304 (Helgoland)

Videoconference:

Auvailable for WUT, TUL, SNS

Agenda:
1. Session: Opening and Status (Chair A. Brandt)

Mon

09:30-09:45
09:45-10:15
10:15-10:45
10:45-11:00
11:00-12:00
12:00-14:00
14:00-15:15
15:15-15:45
15:45-16:15
16:15-16:30
16:30-17:00
17:00-19:00
19:00-21:00

1* DESY LLRF-Automation Workshop

Objectives of Workshop

- Define meaning of automation

- Define requirements for LLRF and
framework for implementation

- Define what needs to be automated

- Learn from existing experimental versions

- Identify what is missing and what we don’t
know

- Develop possible architecture(s) for
automation including interfaces to other
subsystems and operator interfaces

- Develop strategic plan for automation
development

- Agree on common framework for
implementation of automation

“Opening, Objectives: What should be automated?” (S. Simrock)
“Ideas Concerning Automation” (M. Hoffmann)
“Requirements for Automation (Strawman)” (S. Simrock)
Coffee Break

Discussion Automation

Lunch

“Status of Klystron FSM and Test-Results” (B. Koseda)
“Status of LLRF FSM and Test-Results” (A. Brandt)
“Overview Hera Automation” (S. Herb)

Coffee Break

“Overview SNS Automation” (K.-U. Kasemir, via VC)
Discussion

Social Event



2. Session: Objectives, Goal (Chair E. Vogel)

Tue

09:00-09:30
09:30-10:00
10:00-10:30
10:30-11:00
11:00-11:15
11:45-12:30
12:30-13:30

“DOOCS and Automation” (K. Rehlich)

“Improving Automation in a User Facility” (M. Huening)
“Procedure-List” (S. Simrock)

“Experience with TTF | Autom. and FLASH Operation” (V. Ayvazyan)
Coffee Break

Discussion (Architecture Development)

Lunch

3. Session: Concepts, Ideas (Chair M. Hoffmann)

Tue

13:30-14:00
14:00-14:30
14:30-14:45
14:45-15:15
14:45-17:00

“Automation in an Evolving Environments” (A. Brandt)

“Al support for automation and automation design” (B. Koseda)
Coffee Break

“Database for Automation” (M. Wojtowski via VC)

Discussion

4. Session: Outlook, Plan (Chair S. Simrock)

Wed

9:00-9:30
9:30-10:00
10:00-10:30
12:00

“Summary of the Workshop” (A. Brandt)

“Proposal for an Organization of the Work” (S. Simrock)
Discussion

End of the Workshop



Need for automation

From ILC LLRF BCD :

10.7.5 Automation

The operation of the more than 560 linac rf systems will be highly automated by the
Implementation of a finite state machine finite state which has access to high level
applications including the adjustment of the loop phase, vector-sum calibration,
frequency and waveguide tuner control, and exception handling. The area of
automation is viewed as a major area of R&D needed for the successful operation of
the accelerator complex. The needs of RF system automation will help to define the
structure and complexity of the control system.



Thesaurus

Main Entry: Automation

Part of Speech: noun

Definition: mechanization

Synonyms: computerization, industrialization, mechanization

Source: Roget's New Millennium™ Thesaurus, First Edition (v 1.2.1)
Copyright © 2006 by Lexico Publishing Group, LLC. All rights reserved.




Other Definitions

The art of making processes or machines self-acting or self-
moving. Also pertains to the technique of making a device,
machine, process or procedure more fully automatic.

Making a process automatic eliminating the need for human
Intervention

Substitution of human labour and skill with machinery, self-
regulating devices or computers

Automation (ancient Greek: = self dictated) or industrial
automation is the use of computers to control industrial machinery
and processes, replacing human operators. It is a step beyond
mechanization, where human operators are provided with
machinery to help them in their jobs. The most visible part of
automation can be said to be industrial robotics. ...
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RF Systems for XFEL

RF Gun
Injector
3rd harmonic cavity

Main Linac

Automation WS 06 Stefan Simrock —=—— ——



Scope of RF Control

total number of klystrons / cavities ~ 30/ 1,000
per rf station (klystron):

# cavities / 10 MW klystron ~ 32
# of precision vector receivers ~ 100

(probe, forward, reflected power)

# piezo actuator drivers / motor tuners ~ 32/32
# waveguide tuner motor controllers ~ 32
# vector-modulators for klystron drive 1
Total # of meas. / control channels 3,000 / 3,000

Automation WS 06 Stefan Simrock —=—— ——



RF Control Requirements

Maintain Phase and Amplitude of the accelerating field within
given tolerances to accelerate a charged particle beam

- up to 0.01% for amplitude and 0.01 deg.for phase

Minimimize Power needed for control

RF system must be reproducible, reliable, operable, and well
understood.

Other performance goals
- build-in diagnostics for calibration of gradient and phase,
cavity detuning, etc.
- provide exception handling capabilities
- meet performance goals over wide range of
operating parameters

Automation WS 06 Stefan Simrock —=—— ——



Requirements RF Control

e Reliable

 not more than 1 LLRF system failure / week
 minimize LLRF induced accelerator downtime
 Redundancy of LLRF subsystems

e Operable

« “One Button” operation (State Machine)
e Momentum Management system
« Automated calibration of vector-sum

 Reproducible
« Restore beam parameters after shutdown or interlock trip
 Recover LLRF state after maintenance work

°
Automation WS 06 Stefan Simrock —=—— ——



Requirements RF Control

« Maintainable

 Remote diagnostics of subsystem failure
e “Hot Swap” Capability
» Accessible Hardware

 Well Understood

* Performance limitations of LLRF fully modelled
 NoO unexpected “features”

* Meet (technical) performance goals

« Maintain accelerating fields - defined as vector-sum of 32 cavi-
ties - within given tolerances
« Minimize peak power requirements

. LI I
Automation WS 06 Stefan Simrock —=—— ——



Architecture of digital RF Control
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A Frequency generation
(1) Stable reference
frequency oscillator
(2) Phase locked Oscillator
(various frequencies)
(3) Power supply
(4) Diagnostics
(5) Control system interface

H. Machine Protection System
|. Personnel Safety System
J. Control System Interface

G. Cavity Frequency Tuning System
(1) Cavity tuTr (fast and/or slow)

(
| E
(

AN

B. Frequency and Reference Phase Distribution

1) Phase stable transmission line

2) Temperature stabilization

3) Power distribution (directional couplers)
4) Phase stability monitoring and correction

C. Cavity Field Control
(1) Detectors for accelerating field

]

D. High Power Amplifier

-

ey

O

) downconverter (1) RF power source
b) A&P detector (2) Power supply
) 1/Q detector —  (3) Interlocks
(2) Controllers for klystron drive % (4) Diagnostics
(5) Interface to control system

) vector-modulator
Digital Feedback/Feedforward

E. Power Transmission System
) Fast analog 10 (ADC/DAC)

(a
(b
(c
)
(a) A&P modulator
(b
)
E (1) Transmission line (coaxial,

b) Signal Processors

(FPGA,DSP) zwzyegl:i(:e) el
F. Accelerating System (4) Feedback/Feedforward =~ 23; Pg\?vl;f;\r/’ids;sa o
(1) Cavity Algorithms (4) Directional coupler (Monitor)
) U e ) Comli (5) Interlock system (5) Waveguide (coaxial) window
(3) Higher Order Mode (6) Diagnostics (6) Pressurlsahon system
Coupler * (7) Interface to control system
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LLRF Control Algorithms

A, FIELD CONTROL ALGORITHMS
(1) Feedback

(a) PID filter

(b) Kalman filter

(c) adaptive filters

(d) optimal controller

2) Feedforward

(a) beam loading compensation

3)

Beam based feedbacks

(

(
) rf phase feedback

(a
(b) beam energy feedback
(c) bunch length feedback
(3) Klystron linearization
(4) Exception handling
(a) quench detection and handling
(b) error from beam loading

Automation WS 06

B. LLRF System Measurement Algorithms

(1) Loop phase rotation matrix
(2) Field calibration rotation matrix

(based on rf, beam based transients, and

spectrometer)

(a) gradient calibration

(b) phase calibration
(3) Vector-sum calculation
(4) Meas. of incident phase (vector-sum !)
(5) Beam phase measurement
(6) forward/reflected power calibration

(a) correct for directivity of couplers
(7) Cavity detuning

(a) average during pulse

(b) detuning curve during pulse

Stefan Simrock

(8) Loaded Q




LLRF Control Algorithms

D High level procedures C. Cavity Resonance Control

(1) Adaptive feedforward

(a) response matrix or T.F. based (1) Slow tuner

(c) robustness (a) maintain average resonance

(d) different beam modes frequency (pre-detuning)

(1) System identification e o

(a) beam phase and current (b) maximize tuner lifetime

(b) loaded Q (2) Fast tuner (ex. piezoelectric tuner)

(c) incident phase : :
3) Waveguide tuner control (a) dynamlc Lgrentz force compensation
(4) Momentum management system (b) mlcrophonlcs control
(5) Field control parameters optimization (c) minimize rf power required for control
(6) Operation at different gradients
(7) Operation at the performance limit E. Other

(a) maximize availability (1) RF System Database

(b) maximize field stability (a) calibration coefficients
(8) Hardware diagnostics T
(9) On-line rf system modelling (b) subsystem characteristics
(10) Automated fault recovery (2) Alarm and warning generation
(11) Finite state machine (3) Control System functions

Automation WS 06 Stefan Simrock =—— ——
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Digital Control at the TTF
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Digital Feedback Hardware

Gun and ACC1




Choices of Automation

Sequencer

Event handler

Finite State Machine
Stateflow



What needs to be automated

Procedure (sequence of complex actions),
example: turn on rf

Application (complex action or calculation),
example: adaptive feedforward

Algorithm (calculation; signal_in => signal out);
example: measure cavity detuning

Function (simple action); example: turn on/off rf
switch

Signals and Parameters



Elements of FSM

e Define

— Superstates, simple states (hierachy,
parallelism, history)

— Flows

— Conditions

— Events

— Signals and Parameters



Types of Signals

Signals

* physical signals measured (analog and digital)
* physical signal calibrated (analog and digital)
« derived signals measured

e raw control signals

« derived control signals

e system parameters

e timing

¢ events

e warnings

e alarms

o |Irf interlocks

o other subsystem interlocks




Procedures

rf commissioning

— Initial (first time)
 Hardware/software diagnostic
. Level adjustment (probe forward, reflected)
 Calibrate gradient/forward/reflected power
o  Cavity tuning (few hundred kHz)
Operation with cavity simulator
. Downconverter calibration with test signals
. RF reference check

— after long shutdown
« Hardware/software diagnostic
« Measurement chain check
Operation with cavity simulator
« Low power check
 Verify calibrations and operational parameters

— after maintenance day
« Hardware/software diagnostic



Procedures (Cnt’d)

- If operation

Turn on relevant subsystems and set their parameters

set low power operation in open loop mode and verify signals
Turn-on feedback and optimize feedback parameters

Set-up for short beam pulses and operate with beam

Set-up for long beam pulses

. rf system maintenance

— Hardware/software diagnostic

—  Operation with cavity simulator and signal integrity check
— Measure rf test signals and identify defect channels

— Measure maximum operable gradients

e rf system debugging and trouble shooting
— Measure rf test signals and identify defect channels

bk owhE



Procedures (Cnt’d)

e special procedures
— coupler warm and cold conditioning
— cavity conditioning

« control of lirf related subsystems
— master oscillator and frequency distribution
— LO- oscillator generation
— timing system (trigger, clocks)
— klystron and modulator
— Cryogenics
— cavity, coupler and frequency tuner
— machine protection



Procedures (Cnt’d)

- special procedures
.. coupler warm and cold conditioning
.. cavity conditioning

- control of lIrf related subsystems
.. master oscillator and frequency distribution
.. LO- oscillator generation
.. timing system (trigger, clocks)
.. klystron and modulator
.. Cryogenics
.. cavity, coupler and frequency tuner
.. machine protection



Applications

Autotune (motor tuner)
By-passing of cavities

Adjust power levels waves
Verify LO/clock signal integrity
Adaptive feedforward

System Identification
Momentum Management




Algorithms

Measure cavity detuning and load Q
Measure loop phase and loop gain

Calibrate gradient and phase, forward and
reflected wave

Measure klystron saturation curve

Cavity field estimator

RMS amplitude and phase measurement
Calculate available gradient/current headroom




Requirements for Automation

 Framework for implementation must
— be modular (it must be easy to add procedures)
— easy to maintain and to troubleshoot
— easy to learn
— automatically adapt to ‘state’ of accelerator

— Support development of new algorithm by permitting
direct access to all parameters

— Allow operational changes
— be compatible with XFEL Control System
— well documented

— Provide interfaces for other subsystems and operators
(especially higher level FSM)



Prerequisites for Automation

e Well understood LLRF system

 Documentation of all procedures and
sighals

 Framework for implementation defined and
avallable

— Communication protocols
— Graphical and textinterface for implementation



Automation/decision support
system for RF-power stations.

Bogustaw Koseda — DMCS/TUL



Solution — overall idea

Solution should be able to:
1. Invoke routine procedures on behalf of the operator
start/stop/reset/restore setpoints.
2. Keep the machine in preconfigured regime of work. A
|
|

EW1
[zm=100]

3. Handle the exceptions.
4. Realize auto recovery procedure.

DOOCS
TIMECONSTR HV_SP ' OPMODE

l 1 l

IS SP_ CORRECT — |

n
w o
O IS _TIMING_APPLIED— 1 2 |
X o .y L
& ° IS_HV_APPLIED
() t
' 8 CAV_INT—
%]E\ctidns < 8 TECH |NT—’ 3 4
signal(63,'RF-Inhibited’,action). I a KLY INT— ol

signal(59,'Preamplifier (ready status)',action).
%\Warnings

signal(16,'lon pump current attention’,warning).
signal(15,'Oil level of the klystron (attention)’,warning).

% Compound interlock patterns A
evt_pattern(104,action,'User defined pattern 3',[1,3],[beforeq(1,3)]). Bogustaw Koseda — DMCS/TUL




Invoking procedures on behalf of the operator

STARTIMGS

entry:ml.set_status_message('Staring power station.");

exit:ml.set_status_message(™);

MIT_INTLE ] .

(L wam_sux )
| POST_INIT_AUX
[ wrcon )
LIPOSET_INIT _CO0OL
[ INIT_VAC )
POST_IMIT_VAL

[ MIT_S0L ]

POST INIT_SOL

l NT_CIRC )
|[POST_INIT_CIRC
( INIT_REGT ]
L POST_INIT_RFGT
[ NT_PLLS )

U POST_INIT_PULS
f MODULATOR ]

MIT_FIL )

{ml.pause{RSTS_DELAY}}

{RES=0}
[RECOVER_AUX()!=0]

{RES=0}
[RECOVER_COOL()!=0]

{RES=0}
[RECOVER_VAC()!=0]

{RES=0}
[RECOVER_FIL()!=0]

{RES=0}
[RECOVER_SOL()!=0]

[REcovEﬁ_Ecslac}oho]

{RES=0}
[RECOVER_RFGT()!=0]

{RES=0}
[RECOVER_PULS()!=0]

o 6 6 6 46 5 6 o 9

{RES=0}
[RECOVER_MOD()!=0]

%%%@a%%@a%@a%

{RES=0}
[RECOVER_INTLK()!=0]

(S_l) {RES=1}

O

STOPPINGS

entryml set_status_message shutting dowen the poweer stabion'),
et rml set_status_messages "),

I [LICINH_STOP=1 ’r .
[ COFF_MOD } .
1 POST_SW_OFF
[ | OFF_PULS ] -
I|IF'-I'_-_ oW OFF
[ OFF_RFGT ]_ _
.J-.I Le i
[- OFF_CIRC }_ .
vl POST SW OFF
[ OFF_S0L ]__ o
|POST_SW_OFF
[ I OFF_FIL )
1) ~ - | =W OFF
[ OFF_ALC -
L7 F T SwW OFF
( OFF_COOL )_ -
0 POST SV OFF
[ OFF_AL ]_ -
| POST_SW_OFF
[ ‘ OFF _IMTLE ]__ -
[ POST_OFF_INTLK
OFF_EvAL J

[ml. pause(RETS, DELAY]]
Y
1
._. II 1
L |
LY 1
el
5
'*J [LICZHK_STOP=hla |
o = - g
il {LIC I _STOP=LICIIG 1
.-.'II
d
1
3
LICZMIK_S Fa=MANALITOACT]
{ALTO_RST}

/

\&
_
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Keeping the machine in preconfigured regime of work EEEEIRIETER TS TTTE
' Update: EJ Morm — Fast | Slow 2] =
m_PRESENT \

Configuration for automatic functionality:
IR Y

+ 102 peadline for triggered function [sec]

TETYw

—|— ray

U S . AUTO >—< Allow pover station to be ON FSM OK
S WHATISHAPPEN_FLOW " RF_GATE_FLOW_FLOW Y )
: - i g Allow HY to be applied KLY OK
{ ponoTH ) E[US_RFGT_%FNE':'%%*'B'TED ) ‘ MANUAL Allow LLRF to be applied MOD OK
[ALL’PULEEE‘:D]_Q ! f Enable autorecovery feature
Apply tineline here : RESET
[ALL_PULEES==(] P § FORCE ZZ MODE
] 1S RFGT_CNI=0fY ¢
( TRYTOOFFHY ) g ( RF_ALLOWED ) i
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, A 4 INTERLOCK STAT MODULATOPR. REMOTE | FSM SERVER OWLINE
WATCH_VOLTAGE_LEVELS_FLOW MOD SETP: 10800 MAIN SWITCH ON
| posssocsssscessseacosssssssacesssasssssceass MOD ACT: 10800
P VOLTAGE_STATUS_FLOW; ,
PRESET VOLTAGE 3 ¢ SETUP Present state of the FSM:
- . Manual operation, no automatic activity
DEWAN VOLT VLIS [DEMANVELTLVLI=E /¢ ¢ | yOLT_NOT_REACHED ,
P " olock g — .
. , [CMPR_VOLT_EQ()==0 HISTORY Present activity of the FSH:
[DEMAN_VOLT Lyl==3] 3B T :
DEMAM YOLT Lyvl==3 R=CMPR_YOLT EC R .
[ L = ] 11 TS ?‘lle'l mustms)ev::i exception:
CUSTOM - Pprop ¥
v, E E ti hand1i tat
[CMPR_YOLT_EQ()!=0] ; xception handling status:
VOLT REACHED | RERERREESS | i11. property
function
KEEP_VOLT_LVL(voltagethreshy . ...
\ ___________________________________________________________ / ) ),
\ \“. High voltage setpoint Other settings
. ' [ ] ccanan . add
(Hv ABSENT ; N | : + 2000 Service voltage | ¥.0 Hv tolerance [V]
[ZZ1=0] : —
/ERRHHDL_OFF : samase -
( ooworrvorr ) - ; +72003 safe voltage Testing:
A3 ' AL S AN
e 5 __ + 2604 High voltage
o i FINr I N R .
[ALL_PULSES==0] RHMIPL_ M £Z MODE 5 | 1+,3301 Custom setpoint

F-F- Y

[l disg_imvhifsm_z=z_on'jJ

4

;vl Maximum nr of automatic action repeats

aonn

1752 Delay between action repetitions [sec]

[&LL_PULSESI=0]

( TRYTOOMNHY )

aonn

i;vgg Time within max nr of rep is counted [sec]

Bogustaw Koseda — DMCS/TUL
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Status of LLRF FSM
and Test Results

alexander.brandt(@desy.de

Automation WS 5/2006 1/27 —



4' FSM-Architecture |7

Procedures
m Compiled scripts of any
programming language
T SN I (and any Matlab-version)
FSM Database | | |° Fire and forget™
—Invoke - Run - Return
““““““ i T e Sk Rt e T —"Stateless Procedures”
Layer 2 .
‘Procedure—Server B I Eg.:
SN S S N N —Adaptive Feedforward [
Layerd = 'Q: il . —Loop-Phase [l |
=11211=l2]|s - Web-Documentation B
SUE B %] |E]|m & . o
SISz |2] Al = > | «—@Algorithms are identical
R = el 2| 5—5 .
S IEEEE 2 for all RF-stations and
[70] S Q S 72] . .
read a config file =

- low level radio frequency Automation WS 5/2006 2/27 —




Procedure Server

e " "Stateless Procedures''-Server

Configuration Short Description Human-Readable Result

[FUNO| T gme et [ 1500 | |

I[

Operation Successfull!

(o) o)

M{FUNT] [Frisen

Script execution error.

|(E99] [0 ][]

[W]| 1500 | |

Correcting Offsets. I

Script execution error.

|[=99][0 ][0 ]

[FUNS] e e o ||

Correcting loopphase. I

corrected loop phase.

[ER[EEDIAE

~F/outy . da

e 1500 | Adapting Feedforward (DSP-par.). || Applied zero Feedforward (Feedforward was off) || 0 || 0 || 0 |
FUNS| [ F/mnne=teplTF-sh sufs.dat ][ q500 | | Adapting Feedforward I Feedback is off. No FF-adaption possible. [0 ][0 ][0 ]
[FUNG] = mnlsERpTEEE b sufE.dak ] 79500 | [ Applying default Feedforward. I[ Successfully set default feedforvard. [0 ][0 ][0 ]
FUN?7 I 1500 || Checking coupler interlocks. I Executing. .. ][-98][ 0 J[ 0 ]
FUNS| [cfrunsetstandlP sh out¥ dat T 11 1500 checking Toopphase. No drive from 11rf is applied. 0 0 0

v Fouts . da
[FUND] [ runFeTamaT v = oufd.dat ] 1500 | | Checking data quality. [ FE=0 or FF=0! Data quality i5 unacceptable. 19 ][inf]ii17.32
FUNT( [ rnthecRietu kT =h oufI0.32E ) 4500 | | Checking network. I Network works fine. [0 ][0 ][0 ]
FUNT] g EE o IL e ] [™1500 | | Ramping Feedback. 1 Successfully ramped FE to target value! 1[0 ][0 ][0 ]
FUNTY [ rnss Pt csh_oufIZ.0aE ™ q500 | | Setting amplitude and phase. I Successfully ramped SP to target value! [0 ][0 ][0 ]
FUN 13 [(eFfronteecatsriction. s oufI3.85E) My500 | | Looking for operator action. 1 Executing... ][-98][ 0 ][0 ]
FUNTY [mnfeth=er sh ouf W.dsk_] [ 1500 | [ Checking cathode Taser settings. || Executing. .. [[=98][ 0 ][0 ]
FUN 1 [(eFZronGtsRaTrats b ouf5.35E) 4500 | [ Retrieving DSF calibration-data. || SCript execution error. 1[F99][ 0 ][0 ]
[FUNT§ e runEalE R iaEar o<h ouf IE 423 71500 | [ Evaluating DSP-Cal-Data. I[ Script execution error. [[Z99][ 0 ][0 ]
FUN17 [eFfronsqnaltaTikr 2k oufI7.95E | 4500 | [calculating cavity signal calibration. ]| There is no drive at all! I[2 ][0 ][0 ]
FUN 1§ [ rnCtetunings csh sufIT.03E ] [Mq500 | | Calculating detunings. I calculating detuning done. [0 ][ 0 ][0 ]
Fl]m'qm [Setting ampTitude and phase (sTowly). || [0 ][0 ][ 0]
FUN2q| 1500 || Looking if Klystron is alive. I Executing. .. | FQS_] [0][ 0]
FUN2 ] [ onEngEpehizas sh oukZLaal 79500 | [ Looking for fancy pulses. I[ Feedforward is off. [0 ][0 ][0 ]
FUN2J T etlZast 1™ 0 || I Script execution error. [[-99][ 0 ][ 0 ]
FUN2Y =i e st 0 || Calcyjated bandwidth out of range. (Maybe there is no drive signal at|§HDI |[[ 0 |[ 0 |
FUm 500 || Applying ripple-correction. ][ Script execution error. [[99][ 0 ][0 ]
FUN2Y [FrnRgeTeload h oot a5 0] 500 | | Restoring zero ripple-table. Il Script execution error. [[F99][ 0 ][0 ]
FUN2q — =R ReEr ol it ™0 || 1 Script execution error. 1[Z99][ 0 ][0 ]
Fonz| ] I o0 0]
FUN2§ [ fonEmklg s WEE 10 || 1 Script execution error. J[-99][ 0 ][0 ]
Fﬂm}:@mﬁ%—%ﬂm—“ o || I SCript execution error. ] -99 [0 ][ 0]

low level radio fr
q
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4' Adaptive Feedforward

Vector-Sum
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4' Loop Phase Correction

[1] Loop Phase Error ACC23

Loop Phase / System Gain
Algorithm Configuration

AAA AA

Mininum system-gain: + 0.07
vV 99O

- ke AAA AL
Maxinum system-gain: + 0.13
vV 99O

Algorithm active only for aoasas

SP higher than [Mng 335'99
Enable for short pulses [ ><

Loop Phase Error ACC23

Loop-phase control disabled...
- oy

10 h 16 h 22 h 4 h 10 h
16.5.06 16.5.06 16.5.06 e ol s o

low level radio fr

quency Automation WS 5/2006 9/27



Off-Line Restructurability

File Edit Options Buffers Tools C++ Help
[ A477 DO NOT EDIT THIS AND NEXT TWO ROWS
Af init function for state 'EXERDQ’
int ROOT_EXERDO_init action(FSMstate *st_p_ )
{
fputs ("ROOT EXERD( \V'inith" event procedure: ROOT EXERDOQ init action ‘n", stderr);
TStateLoglc* sd TStateLoglc : EXERDQ") ; ini
e ! G0 = TTF2.RF/FSH.ACCL/RO0T/
sd—>set_res( ‘ PTIO! 1 RES");
sd—>add_event( [ exmodg ROOT E TTON 1 T1"Y); Loop-Phase Network Cpler Inter
sd->add_ewvent (" EXERD] ‘exerdqg exsodg 'ROOT _EXCEPTION. EXERDO T2"); ( EXIDLP 1 EXIDNY ( EXIDCP 1
: - ) Flow: 101 | fes] Flow:2(I) | fEs| flow: 3(I)
} g Oig Olg
//// DO NOT EDIT THIS AND NEXT TWO ROWS TILD ST D
ff enter function for state 'EXERDQ’ ‘ | ‘ | ‘ ’
int ROOT_EXERDQ_enter action(FSMstate *st p ) flow:1 Fes| flow: 2 I Fes] flow:3
{ - 3 -
Og dg Il
EXERLP | ERERNH | EXERCP ’
‘ flow:1 E] ‘ flow:2 E] ‘ flow:3
C C C
ceturn ST - SlG Sl
} h 4 h 4 h 4
EXSOLP EXSONW EXSOCP
/44 DO NOT EDIT THIS AND NEXT TWO ROWS Elow: 1 FeS £low:2 FES Flow:3 ’
A/ during function for state 'EXERDQ’
int ROOT_EXERDO_during action(FSMstate *st_p )
{
', stderr);
TStateLoglc* sd= TStateLoglc cfactory ("EIERDO); i .
ok return ST_OK;
} 7 I
g:":** 11rf fsm_panel ROOT.cc {C++ Abbrewv) —-L19409--04 & ——————— oo — oo oo oo oo |
e




Simple Operators View |7

RF Operat'ion: ACC2_3 Don't close loop if red!
SWitCh Off FSM ACC2 couplers IL ACC3 couplers IL

SP Vo]tage 1234567812345678?9%';'?
AAMAD AS 19
+_20.25 Mv/n e-
YYVY vV ¥382K

SP Phase rel. beanm uéws

FY-Y-¥Y

+,71.00 B zs - ca Bl as - cav
[ ot |
E Feedforward Inter1ock| Inteﬂockl

[X] Feedback wy eser | [TKIVSTONTT]
Ramp RF to the toop Gain | |[[Tnterlock [

AAAA AL

+_40.00(H 2.4 | Klystron overview |
target values oo ] o
(...) \ | VS & SP ”DAC 0utput|
| Expert || FSM Expert |
ACC2 ACC3
Pfor_C5 144 .65 kW Pfor_C1 138.55 kW
[1 VECTOR . SUM. AMPL [1 VECTOR . SUM.PHASE
4.5e+04 F il 180. [«
Enable adaptive FF 3e+04} et
2e+04 1 e
- -60.
1e+04+ e
O__ ||||||!nn||||||||| -180.
0. 1000. 2500. 0 1000. 2500
Res= 1,Buf= 0 []1 Res= 1,Buf= 0 L
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FSM-Expert View

Checkboxes determine the behavior
of the algorithms (and the algorithms

determine the behavior of the FSM).

Target values are
automagically updated
while operator is working
with the DSP!

...but only as long
as this is desired!

”/’/,,,/—?

Algorithm expert settings

Scrolling messages from all procedures

Options:

Enable Auto Loop-Fhase
|:| Enable Auto Feedforward
[::] FSM Controls DSF SFPs
D FSM may close Loop

<) Operator intervention at

[

DSF overwrites the FSM
Enable Auto Cplr IT Rst

LP-Expert | | AFF-Expert |

Messages: |

ALL INFO WARN ERR

¢ @O OO

(=]

17

17:
17:
17:
17:
17:
17:
17:
17:
17:
:01:
17:

02:
02:
02:
02:
02:
02:
02:
02:
02:

01:

18
14
12
1"
09
06
05
05
00
58
58

Data quality 1is high. :) [9:0]
Klystron is ready! [20:0]

Checking coupler interlocks.
Looking for operator action.
Checking cathode laser settings.

No interlock observed. [7:0]
cathode laser unchanged. [14:0]
Loop Fhase and System Gain look fine. [8:0]
Checking data quality.

Looking if Klystron is alive.

No operator action detected. [13:0]

ROOT 7

Access to FSM-structure
(for on-line reconfig)

low level radio freq

Automation WS 5/2006 24/27
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view



— DDD FSM Framework —

* Nice, but way to unflexible

 That’s why my implementation extended it by

— Procedure server (with many features like
timeout and email)

— Factory-classes for a simple reconfiguration (still
needs compilation)

— Parser that interprete online configuration (“go”,
“res” and “c” - buttons)

 Wish: have restructuration of states on the
fly!

- low level radio frequency Automation WS 5/2006 26/27




Overview of Hera Automation

DESY LLRF Automation Workshop
S. Herb, 22.05.06



Instant Summary

 Hera is not a one-button machine !!
« But partial automation is crucial
P “Interactive Automation”

Operators and Automation systems must work smoothly
together (‘mix of human, software agents’)



Hera Automation History

0. Start with many Operators sitting at many Consoles

1. Try to replace operator tasks by console level
software (lots of graphics, operator interactivity)

2. Try to migrate software tasks from console to ‘middle
layer’ (‘less’ interactivity)

=> Naturally described by multiple Agents



Control System Structure

Console Programs (Clients)
@ L] E ]! | don'’t talk to each other !!

voor e

Middle Layer (Client/Server)

/ Shared Services
\4 1 — Integration Layer

é é é Hardware Control Layer:

Low level Servers avoid

é talking to each other

Automation (of multiple devices) belongs in the middle layer

But it isn’t always easy



Automation Systems (Selection)

p momentum/tune/chromaticity control

e orbit stabilizer

Sequencer { return success_story; }

Permit Server { return not_success_story; }



Why has Automation been difficult?

Complicated Machine, heterogeneity
Complicated sequences, frequent changes
Incomplete / unreliable beam diagnostics
Dynamic error handling non-trivial

Control System heterogeneity (efficiency)
Inadequate low-level encapsulation
Inadequate operations maintenance

Hard to get beam-time for development/testing



UT-BATTELLE

SNS (Linac RF) Automation

May 2006

Kay-Uwe Kasemir

kasemirk@ornl.gov

__S '1 SNS OAK RIDGE NATIONAL LABORATORY

SP“'&L"’U& . U. S. DepPARTMENT OF ENERGY




SNS Linac
- 96 Cavities

- 15 warm, rest superconducting.

- One LLRF System per Cavity

- Run by 55 LLRF front-end computers
(EPICS “input-output-controllers”, I0OCs)

- One HPRF Klystron per Cavity
- Exception: 4 MEBT cavities have power amplifier.

- High-Voltage Modulators, providing the klystron
voltage, are shared by 2 ...12 cavities.

— Total of 11 HPRF 10Cs.

OAK RIDGE NATIONAL LABORATORY __E / SNS

U. S. DEPARTMENT OF ENERGY ﬁ“ 50T

DESY LLRF Automation Workshop, May 22-23, 2
2006

X\

UT-BATTELLE

=




Define “Automation”

- PID controller implemented via OP-Amps,
interlocks via NAND gates and monoflops?

- Personnel protection system uses some of that.

- ... implemented in FPGA or DSP?
- SNS LLRF uses that.

- Interlocks and remote control via PLCs?

- SNS conventional facilities, water cooling, cryo
plant, vacuum, HPRF, machine & personnel
protection use that a lot.

- Control System Perspective:
— All the above are “given”; black-box systems.

[ //
OAK RIDGE NATIONAL LABORATORY _\._[LfSNS

U. S. DEPARTMENT OF ENERGY T

DESY LLRF Automation Workshop, May 22-23, &
2006

UT-BATTELLE




Control System Perspective

- Added in the EPICS IOC.:

— C/C++ driver code to interface
custom devices.

- EPICS real-time database logic

Periodic processing,
scanned or event driven.

Mostly “steady state”, fast
and repetitive.

Provides network access
to data in FPGA & PLC.

- Sequences (FSMs)

Transitions between states;
timeouts; different modes
of operation.

Slower, many conditionals .

Automation added on top
of FLGA, PLC, database.

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY

UT-BATTELLE

a
Read_A

DTYPavxi2d
FLHK¢XExD2 42

| VAL

ai
Read_B

DTYPavxi2d
FLHK«¢&CxD2 43

| VAL

init

DESY LLRF Automation Workshop, May 22-23,

2006

calc
sum

INPA aRead_A PP
INPB=Read_B PP
SCANa.1 secand
CALC~A+B

PP NMS ] INPA

PP NMS 3] INPE

SPALLATION NEUTRON SOURCE



Automation Example:
High-Voltage Modulator Startup

(Pam Gurd, ORNL)

Initially...

- performed via
lower-level
operator screens,
directly interacting
with the real-time
database, maybe
based on written
recipes or cheat-
sheets.

- OK while only first
few modulators
were
on-line.

Sequencer

- automates this
tedious task,

- reduces errors,
- speeds up

downtime recovery. '

UT-BATTELLE

()

-— /ade/epics/iocTop/R 3.14.7/HPRF_softlOC/R 1-6-15/opi/modStartup_dtl.ed|

You might see these go by.

Modulator Startup Startup Sequence is ETETIE
- Shutdown Sequence
DTL_HPRF:Mod3 suence TR
StanupStSetzquence 1 Wait for Startup
Ei Start button Command Y
STANDB pushed ~—— ™~ Voltage
T J
Already ?,,,ﬁ_lr_ea_dy_gﬂ,.—/ b
Startup Log Shutting in Stanghy \ B
May 16, Already s —
Started at: May 16, 2006 11 in Cooldawn | ‘;"eidg at
or Timeout's, ° | mackRun
Mod Rack Sts Rack Off Alloaly »
PLC Localfﬁemote Sts F:Er‘j-hleE Rack Run™*~. }
Voltage Setting 0.0 St
Voltage Readback 0.6
Target Operating Voltage 124.977
|
Voltage Stahility Status oK |' Wait for
Cap Bank Voltage Setting 0.004 Standby
\ ~Standby

Flt_Reset Stdby_Ctl Run_Ctl

e
Kmtrs

Transmitter
Standhy Wait

Only 1 modulator gets the first ramp-up at a time.
These P¥s are involved in that logic.

Ramp Reserve SysN 6701
Ramp Busy SysN 0
Ramp Busy Clear CLEAR

| ~ Ry for HY I| S

Mod Run Wait A
=g

W T Rackoff
~ Rack Run

~ ~Tod Ramp Reserve
(wait until I'm allowed
to start ramping up

ll . | e N\ ‘
‘ | \'-.\ ‘\| Voltage Reached ||
[l 'x“’. 1 I\ [

Check
Voltage

I
I

]
. /
Aﬂera”minute, send Rst/Run /
again (max 10 tries) ‘
7

,/‘

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY

DESY LLRF Automation Workshop,

2006

May 22-23,

.
_—
-

A

SPALLATION NEUTRON SOURCE
 ad

I

5




Specifications...

- “Based on what we saw last night,
you need to stop the RF when XXX trips”

- What does XXX “OK?” vs. “tripped” mean?
“HPRF OK” check turned into another sequence:

- Transmitter in “Ready for HV” Mode.
Modulator in “Rack Run” Mode.

Modulator ignores its setpoint!
- Settle for >50kV, stable within 1% for >10 secs.
- “Stop the RF” as in
Reduce amplitude?
Reduce to 0?
Recover when trip condition clears, or stay off?
- What overrides are needed? Who’s allowed to override?

- How to notify operators of the original reason,
and prevent being the shot messenger?

OAK RIDGE NATIONAL LABORATORY [L{SNS
U. S. DEPARTMENT OF ENERGY STALL) ”ONJ ITRORQUURCE

DESY LLRF Automation Workshop, May 22-23, 9
2006

UT-BATTELLE




Dromey Behavior Tree

Dromey (http://www.sqi.gu.edu.au/gse) developed a mechanism for
handling complex requirements in “Behavior Tree” notation.

Carl Lionberger (LBL) developed *
some EPICS sequence code based l
on DBTs in a manual process. Start
One neat idea: / \
Show that a certain state is entered ?? value is high ?? | | ?? value is low ??
again without drawing the transition l l
“back” to the original state.
High: Low:
open valve close valve
Y 4
?? value is low ?? ?? value is high ?7?
- _ _ - _ _
Low: | :_ High: |
| close valve | | open valve |
/
OAK RIDGE NATIONAL LABORATORY Q\__jSNS
UT-BATTELLE U. S. DEPARTMENT OF ENERGY SPALwaﬁUTRON‘%&UR(E

DESY LLRF Automation Workshop, May 22-23, 15
2006



Another Real-World State Diagram
- Even “simple” FSM complicated by

- Error conditions (“disconn.”) - Manual interaction.

Wait for connections

. |
_( Check 'Kill' conditions

MPS software interlock

disconnected

Kill button pressed Kill button pressed

OAK RIDGE NATIONAL LABORATORY \f'b// SNS

SPALLATION NEUTRON SOURCE
U. S. DEPARTMENT OF ENERGY
DESY LLRF Automation Workshop, May 22-23, 12
2006

UT-BATTELLE




Mix of ideas

Basically the old state diagram, but with
Dromey’s idea for representing cycles.

Developing a simple tool that can create
a) Original state diagram
b) Dromey Behavior Tree
c) The mix shown here

value 1s high

Start

value 1s low

from the original sequencer source file, High: Low:
aided by special comments in the code. open valve close valve
alue is low ralue is high
N r— - — - | - T -
value is high | LOW: I I H Igh : |
s , close valve | | open valve |

value is low }uue is high

OAK RIDGE NATIONAL LABORATORY

UT-BATTELLE U. S. DEPARTMENT OF ENERGY

DESY LLRF Automation Workshop, May 22-23,

2006

— — — — —— —t — — — — —— -

/SNS

SPA LATION NEUTRON SOURCE



.. and Mixed Representation

Wait for connections

tisconnected

‘ramp’
selected

Y

Open-Loop Amplitude Ramp

reached desired reached desired

amplitude dropped

cavity amplitude fwd. power detected
user jumped Tune, resonance error I o .. 1 M Ae |
to closed loo check resonance error too big | Switch |, _Off 1+ _Off 1
user jumped Long enough - HPRF fault
to closed loop on resonance Kill’ pressed detected
Close the loop IrS_witch ! :_ off _i ‘F off _i
succesy’ user|'Kill' pressed Hgg;:;ld"“ failed
Match desired . . T 1 T A [ [l
ampzliit(l:,de eszltl;)oint djust amp. setpoint | _S’V_'t‘th I (zﬂ_ | I C_)ff_ | | C_)ff_ |
hed desired - HPRF fault
reacsletpoiiilr user|'Kill' pressed detecteclil loop error
Monitor closed loop Acc"m.""“e Swnch " off _i '_ off _i ™ off _i
loop time g Iz 1 Iz
T HPRF fault
Kill' pressed detected loop error
[Switch 1 | Off | | Of | | Off |
i s OAK RIDGE NATIONAL LABORATORY LSNS
= 1 SPALLATION NEUTRON SOURCE
U. S. DEPARTMENT OF ENERGY “|
DESY LLRF Automation Workshop, May 22-23, 18

2006



LLRF Automation Workshop XFEL

DOOCS and Automation

Kay Rehlich
for the DOOCS Team

EE EEESEESEEE EEEEEEE EEE EEEEEEE EEEEEEEEEE EEE=EE |
23.5.2006 Kay Rehlich, DESY MVP 1



Architecture XFElz

E Applications Client Layer
Middle Layer
std. API . .
Service Tier
v

?

Real-time
protocols

Device server Device Layer
interface electronics, fast feedback _ _
Device Tier

23.5.2006 Kay Rehlich, DESY MVP 3



Data Processin

— ™

Data Buffer,
preprocessing,
fast feedback

Tunnel
I — - /
.’ el i
|
DO ceon
| ‘7 CPU |
] |
‘. Front-end ./ ~

e o o —

/' Middle layer,

XFEL

X-Ray Free-Electron Laser

GUI

servers

Slow feedback,
automation of sub-systems
and global systems

Control Sys Interface,
Device and local sub-system
operation / automation

23.5.2006

Kay Rehlich, DESY MVP




Automation z.(f.mELl.:

@ Hierarchical structure

> @Grouping of functions
> To reduce the complexity
> To keep devices independent

> To define simple and common inter-
faces

@ Finite State Machines and processes

> Integration of high level tools (e.g.
MATLAB procedures)

‘ é @ Full control system integration

servers . . .
@ Debug and maintenance provisioning

23.5.2006 Kay Rehlich, DESY MVP 5



Automation z.(f.mELl.:

@ Hierarchical structure

> @Grouping of functions
> To reduce the complexity
> To keep devices independent

> To define simple and common inter-
faces

@ Finite State Machines and processes

> Integration of high level tools (e.g.
MATLAB procedures)

‘ é @ Full control system integration

servers . . .
@ Debug and maintenance provisioning

23.5.2006 Kay Rehlich, DESY MVP 5



States, super states, flows, transitionsl.{ s ="

X-Ray Free-Electron Laser

4 )

-

State A

Vgl

\
Transition
9‘ |

State B

\_ \ //

A state can contain another state machine

§

Enter, during and exit
routine

23.5.2006 Kay Rehlich, DESY MVP 7



FSM Design XFEL

Finite State Machine

EDIT Mode RUN Mode

DDD Client

Generate
Code

Lib

DOOCS Server

23.5.2006 Kay Rehlich, DESY MVP 8



FSM Creation in ddd XFEL

X-Ray Free-Electron Laser

F\SM Root frame DO/OCS address

Window Aftributes
onent Name : TEST
& to .CAF file
vice Base Adr: TTF.FSM/BPM// P
L#t e Frame at fixed position: _| T Program attl‘ihl’fe o
bkn k_frame :| Size of canvas with scrollbar : 2:’:z:‘:ame 'T'S'I'r;] Ftsehif’TEST/,f /
myin_frame e ; 2 - ress: _ /
[fsm_main_fr‘ame —T| S r—i% KEY_GEN: S01 oper_uid: 2227 oper_gqgid: 22
protected_frame i MElanEs e iy Sl Source dir: fusrg'fsmsvﬂIdoocs[fsm/tasgsource
B Lol Object dir: Jusr/famsvri/doocs ffs m.l't obj
: : Defme
\ Gan Source | Make | _Run Server )
| o DOOCS Data Display ttfllnac@féq’nsvrl v1.2.6 o =
_File ¥ ) Edit ¥) Optiens v ) Arrange ¥ ) lhgo ) Edlt Fm E
— Code generator
= G X: 4 v: —11
Les | ¢ execution
- _New ) 1
List of Compone : = :n St ) compller =
ETEST/ T =]
: s 2t _Update ) i
State TIaDSItIOIl | _Import ) = Sep
S5 Export ) I & TTEFSMAINT_FSM/AINTLOCKS \
; reconnect: xQJ SVR Rate | Morm Fast | Slow Attrlbhﬂes )
- '— = el
£ , Lokl : , Active state: Interlock 0K, Linac operation
reconnect: |::>| SVR Rate | Morm  Fast ‘ Slow ‘ Attributes |
The fsm _main_frame can contaln rootstate< > : <
S INTLOCK
and ddd all component SRy personal interlock
+ flow:0(I) |
- (except transitions) /
1. | 1

23.5.2006 Kay Rehlich, DESY MVP 9



X-Ray Free-Electron Laser

'State’ and 'Transition' Panel XFEL

TJ State afiribute F e Transition attribute
Description: if interlock Ok,
Name EXAMPLE Flow 0 #rl From: CheckINT To: StopPTOandAMP
Type  State | Superstate Status Passive | Active () Active (H) I il Ean=tinning vkl T i | Ay
Description: root state etk BEDdienEnE
. E o] to stat
Init procedure: H_event name: ik gt
Enter pmwdum: H_event exec: Event Exec 1 State name Event
_— o
During procedure: i o (1] ] =
Exi . 3 H_event Procedure et
it procedure: — -
Timer procedure: & |
a==)
Transition T.avent X _ Add ) Remove |
! States
] == ;
add/R | checkInT state START o
: fad/Remoye ) FSH_START parent START -
! START parent START i
A DEFINE | —
\ DOOCS variables
i = =l
Name Init Value \i""! FSMEXAMPLE 1 -
Type [Source] Type Chooser | =
LOCAL DOOCS el 6 o _TJ
DOOGS | yariable Value Type STATE1 Local variables |
:' INTER_STATUS TTF.UTIL/LASER.INTER/LASERINTERLOCK/MWI2_ERR | =
MS_ON2 TTF.UTIL/LASER/LASER/PCTRL_STPY DATA_INT ]
flow:0CI) T
v
=
o s _
=2 L -w s
LOCAL Variable Value Source Type 5 B STATE2 Function Condition Relation:
- - N TRUE &
a *| No iz Il
List of conditions for event timer
¥ ==
= flow:0 ¥ ( (INTER_STATUS & 16) == 0 ) i
P & ( MS_ON2 == 1 )
-
2 I
Insert ) Remove | oK ) et
| Insert ) Remove | Apply )

It , Can’t found parent. The data list not full

S e
23.5.2006 Kay Rehlich, DESY MVP 10



C++ Code to Add e 2.(!:5!:

//E.SM Library file
#include "fsm.h"

//// DO NOT EDIT THIS AND NEXT TWO ROWS

// during function for state 'BP_FB’

intBP FB BP FB during bp fb dur(FSMstate *st p )

{
puts("BP_FB BP FB:: 'during' event procedure: BP FB BP FB during bp fb dur\n", stderr);
return ST OK;

§

//// DO NOT EDIT THIS AND NEXT TWO ROWS

// exit function for state 'BP_FB’

intBP_ FB BP FB exit bp fb ex(FSMstate *st p )

{
fputs("BP_FB BP FB:: 'exit' event procedure: BP_ FB BP FB exit bp fb ex \n", stderr);
return ST OK;

§

S e
23.5.2006 Kay Rehlich, DESY MVP 11



Compile and Run Z_(!:,WE!:

EPM_COL
reconnect: ‘I::>| SVR Rate | Morm  Fast | Slowr | Attributes |
feed back off
fi[ DOOCS Data Display vitaly@vitali v1.2.22 iz
EPMZ File =) Editv) Options ¥ ) Arrange v ] Info v ) Edit I Run
double correction
DOOCS_Data_Display
flow:0 E "- 10O A W= ¥: 23 ¥: 113
wle | By @] %
oft on
List of Components :
— Show |
EXpert i) Program attribute g
Server name: fsm_bpm2
ENS Address: TTF.FSM/BPM2//
KEY_GEN: 502 oper_uid: 2227 oper_gqgid: 22
=~ pEas Source dir: /home/vitaly/fsms/bpm2
" Object dir: Sfhome/fvitaly/fsm/bpm?2
OFF N ON Defined )
feedback “off” feedback “on’] _Gen. Source ) ~ Make ] Run Server |
P Wi ta”éwta}yhé FgH gepe;@%mr —
= el : generating fsm_bpm2.con ile
Flow:0(I) \f'low.ﬂ generating fsm_bpmZz_init.cc file
generating BEPM_COL_BPM2.cc file -
generating BPM_COL_BPMZ2.h file
vitalifwitaly}i: cd fhomefvitaly/fsn/bpm2;make clean;make
dhomesvitaly/fsm/bpm2
fb_error petbeatll| -————————- create dir Jhomesvitaly/fsm/bpn2 ---—-—--—--———-
Fo; i 1'? fhome!;‘iEaW{fgm."bp?zf*}cc sdo EC -?REENTRANT
error 11 no beam -I/opt2/SUNWguide/include -TAfusrfopenwindinclude
-I/homesvitaly/femsbpm2 -I homesvitaly/ femibpm2
-T/usr/ttfsvr2/doocss/solaris2/1iblinclude
flow:0 flow:0 -LAfusr/ttfsvrz/doocs/1ibslincl ude
- -Ifusr/ttfsvr2/doocs/MAIN/epics/base/include -ptr./
-I/usr/ttfsvr2/doocs/sources/clientlib -xM $i ;done > e

23.5.2006 Kay Rehlich, DESY MVP 12



DAQ Overview
Locale
GUI
Remote

Storage

GUI Event
B uilder

dCache

Run
Controller

XFEL

X-Ray Free-Electron Laser

Operator
GUI

Central
Server

23.5.2006

Kay Rehlich, DESY MVP

13



Slow Feedback Integration XFEL
— To Disk + Tape
Buffer Manager:
stores all bunches

DAQ Server of several macro

‘4
I _-*" pulses
feo)

L 2
“

e

I configuration

» To actors

Wro " "= =-< Feedback

Controller

(1 O
Al

T .

| | | processes with

— high data rates

(e.g. MATLAB

Y \ | feedback)
single values
ﬁer black @ ?Iﬁ?ffﬁcﬂ ar
mmlticast
23.5.2006 Kay Rehlich, DESY MVP 14



Point of View

)’< From Operations
N

Markus Huning




% Who is involved?

User: FEL Experimentalist, interested |
photon beam

Routine Operation: General
Functionality of Machine Subsyste

Experienced Operator: Looking f
State of Modules

Expert: Debugging




Wavelength
Intensity

Rate

Pulses




%’e Experienced Operator

Klystron

ACC1

Ampl 130 M| Cavities
Phase 10 de

DSP
RF OK STB

Coupler Interlock




% How to get there

* Don't disturb operation
— minimize dedicated beamtime
— avoid irreversible interruptions
— minimize bugs

* Provide early benefit

« Earn trust of operators (and coordi

— functionality visible (and comprehens
non-experts

— more controls than just on/off
— robust system

— be quicker than the operator
— be flexible responding to hi




Experience with TTF1 Automation and
FLASH Operation

Automation Mini-Workshop, DESY, May. 22-24, 2006

Valeri Ayvazyan
&
LLRF Team

Outline

- Operational Requirements

- Review of TTF1 DOOCS FSM Servers
- Challenges of RF Control

- Experience with Operators Acceptance
- Conclusion



Basic Operational Requirements

Reduce workload of operators

Maximize availability of accelerator

Increase up-time of the accelerator

Improve reproducibility of high quality beam after interrupts
Predict possible faults

Improve Machine Performance

Increase Reliability



FLASH RF System Diagram
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- FSM for Cryogenics Operation
- Interaction RF & Cryogenic Systems




TTF1 RF FSM Server
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Exception Handling

Turn-off klystron if cavity/coupler fault occurs (intra-pulse and
Inter-pulse)

Reduce gradient in rf station where fault occurs

Reduce pulse length (rf and beam) if fault occurs

« Detune cavity in which fault occurs
 Change loaded Q of cavity in which fault occurs
oHz 2Hz
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Control Performance Issues

- Phase Stability
- Slow Feedbacks
- Loop Phase Correction
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Conclusion

* Distributed FSM

- Hardware / Software (DSP/FPGA,Front-End,Main Frame)
e Configuring FSM

- Different Levels/Options

* Mixed Modes of Operations (Manual/Automatic)

* Independent from FSM Procedures

 Integration with DAQ System

 More Diagnostics are Required



Automation in an Evolving Environment

alexander.brandt(@desy.de

low level radio fr ' y Automation WS 5/2006 1/10 —




4' Airbus

« An accelerator is not an Airbus.

— An Airbus is a (hopefully) mature device
that is manufactured several hundred
times. It is delivered to users once it is
considered “ready”.

* In an accelerator, there is a high
coupling between users and
developers

- low level radio frequency Automation WS 5/2006 3/10




4' What should be Part of the Automation? |7

« Things that happen once (e.g. on install)?

— Cavity conditioning: done by the expert by simple
scripting?

« Things that happen a few times per year?
— Tuning of cavites - scripting?
— Vectorsum calibration - scripting?

 Things that happen a few times per month
— Cavity quenching - button?

« Things that happen a few times per week, per
day, ...

 Things we don’t know yet?

- low level radio frequency Automation WS 5/2006 4/10 —




4' Automation of the Automation Environment

|7

* Automation of something in an
“evolving environment” means also

“automation of the development
environment”.

— Changing something in the automation
has to go very fast, on-the-fly.

 Paradoxon: the harder one tries to
keep it flexible, the faster it will
converge towards something stable

- low level radio frequency Automation WS 5/2006 5/10




4' The Framework is the Key |7

* The existing DOOCS-FSM
framework is nice but
— It requires too much DOOCS knowledge
— Small changes require recompilation :(

— It cannot follow the improvements as
fast as they occur (bugfixes, new
elements)

 LLRF-FSM-Proposal: 3-Layer
Framework (Procedures/Procedure
Server/FSM Logic)

- low level radio frequency Automation WS 5/2006 8/10 —




4' Summary |7

* The key is to have

— a flexible framework that is maintained
by the DOOCS-people :)

— smart people that use the framework
(during there shifts?) in order to
automate things

- low level radio frequency Automation WS 5/2006 10/10



Al support for automation and automation design

1

Bogustaw Koseda — DMCS LODZ



WHY ARTIFICIAL “INTELLIGENCE” APPEARS IN THIS CONTEXT:

Research in Al is concerned with producing machines to automate
tasks requiring “intelligent” behaviour. Examples include control,
planning and scheduling, the ability to answer diagnostic and
consumer questions.

Intelligent behaviour

* ability to reason - reason about the state.

e-||- toplan - sequence planning.

-||- tosolve problems - exptn handling /autorecovery.
-||- tolearn - not relevant.

- || - to “think” abstractly - ?7?7/reason with abstractions.

2
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HOW DO PEOPLE DESIGN SYSTEMS - THREE BASIC TECHNIQUES:

HOW DO PEOPLE DEAL WITH COMPLEXITY
* BLACKBOXING (making subsystems)
* INTERFACING (common interfaces)

* DEVISING NEW ABSTRACTIONS AND
USING DIFFERENT LANGUAGES (Dromey tree)

4
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THREE CHALLENGES FOR AUTOMATION:

HW CONDITION ESTIMATION (WORLD/DATA DRIVEN)

* What is the element of abstraction (condition of the system).

* How to find set of (elements of abstraction) relevant to system
functionality.

* How to express each relevant state in a terms of system
observables — strict semantics.

SEQUENCE PLANNING (GOAL BASED)

* Finding a sequence of procedures taking HW from current state to
the target state.
* Estimation whether is feasible.

EXCEPTION HANDLING (PATTERN MATCHING)

* Howto recover the FSM from the states which are not necessarily
relevant to the system functionality (automaton complexity

reduction). 6
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WHY GIVE THE PROLOG CHANCE:

NATURALLY SUPPORTS:

* Goal based reasoning - backward chaining.

e Data based reasoning - forward chaining.

* Pattern description - rules for pattern descritption.

ALLOWS EASY DECOMPOSITION BETWEEN:
 FRAMEWORK PART — model of computation (alternative
approaches — simple FSM, Alex's flowchart, model with planning,

Dromey's tree).
e EXPERT KNOWLEDGE - structures to be digested by model of

computation.

METAPROGRAMMING:

e Syntax check — before run.
e Semantics check — completness - cohestion.

* Testing support.
/

Bogustaw Koseda — DMCS LODZ



EXPERT KNOWLEDGE FORMULATION:

DO WE NEED TO KNOW CONDITION OF THE STATE ?
CHOICE BETWEEN FLOWCHART AND
STATE/TRANSITION SYSTEM.

ABSTRACTIONS AND RELATIONSHIPS:

* Procedure definition — preconditions / postconditions
/meaning/usage — when/how often/by who.

* System state definition
definition based on observables (define domains).

* State-space estimation (relevant to the problem and
minimal).

* Exception — specification.

(answear the question — how expert

recognizes and solves the most frequent
exceptions)

10
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MODEL OF COMPUTATION:

DO WE NEED TO KNOW CONDITION OF THE STATE ?
CHOICE BETWEEN FLOWCHART AND

STATE/TRANSITION SYSTEM.

* HW CONDITION ESTIMATION

* SEQUENCE PLANNING/DECIDING ON SOME STATIC
SEQUENCE.

* Exception classification, processing.

11
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1st LLRF Automation Workshop, May 22nd-24th
Summary

alexander.brandt(@desy.de

low level radio fr ' y Automation WS 5/2006 1/13 —




4' Goals of the Workshop |7

* Define meaning of automation

* Define requirements of LLRF and framework for
implementation

* Define what needs to be automated

* Learn from existing experimental versions

* Identify what is missing and what we don’t know

* Develop possible architecture(s) for automation

* Develop strategic plan for automation development

* Agree on common framework for implementation of
automation

- low level radio frequency Automation WS 5/2006 2/13 —




4' Requirements

‘ ' oo
- LLRF System is one- of the most complicated system i
Za)ccelefat“or |
‘L_acknﬂf wrltten spemficatm

* Field Calibration
* Reduce workload of operators

o . * Beam Phase Measurement
* Maximize availability of accelerator
, * Beam Loading Compensation

* Increase up-time of the accelerator
- : : : * Exception Handling
* Improve reproducibility of high quality beam after interrupts
* Cavity Frequency Tuning

- motor tuner

- piezo tuner

* Predict possible faults

* Improve Machine Performance

A * Waveguide Tuner Control
* Increase Reliability g

* Adaptive Feed forward (Fast/Slow)

- low level radio frequency Automation WS 5/2006 3/13 —



4' Next steps... |7

 Document (some) LLRF ideas/procedures
Build framework task-force
Involve other groups (diagnostics, laser)

Looking at the objectives:

— Develop possible architecture(s) for
automation

— Develop strategic plan for automation
development

— Agree on common framework for
implementation of automation

* ...what do you think?

- low level radio frequency Automation WS 5/2006 13/13






